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Introduction

What types of ties lead states towards
decreased dyadic conflict? There are two
implicit points of debate in the literature:
first, whether it is states’ ties to the system
leader or instead their ties to each other that
are important in shaping conflict propensi-
ties; and second, whether it is economic or
security ties that are paramount. Power 

transition theory suggests that states’ ties to
the international order are what determine
dyadic peace (Organski, 1968; Organski &
Kugler, 1980; Kugler & Lemke, 1996;
Tammen et al., 2000). Recent research in
this perspective has confirmed that two states
with tight security ties to the system leader
are less likely to go to war (Kim, 1989, 1991,
1996; Lemke & Reed, 1996, 2001). On the
other hand, a large body of literature has
focused on the importance of intra-dyadic,
or state-to-state, relationships in reducing
conflict. The interdependence and conflict
literature, for example, suggests that states
with strong bilateral trade ties will be 
less likely to engage in conflict (Polachek,
1980; Gasiorowski & Polachek, 1982;
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Gasiorowski, 1986; Pollins, 1989a,b; Mans-
field & Pollins, 2001; Russett & Oneal,
2001). Likewise, pairs of states with strong
security relationships have been shown to be
less likely to engage in disputes (Bueno de
Mesquita, 1975; Altfeld & Bueno de
Mesquita, 1979; Gowa, 1994; Signorino &
Ritter, 1999).

This article posits that multiple levels 
of connection (state-to-state and state-
to-system) as well as multiple dimensions of
interest (economic and security) have an
interactive effect on the probability of two
states engaging in conflictual behavior.
However, thus far, recent work has focused
exclusively on the causal relationships
between state-to-system security ties on war
or on the additive effect of state-to-state
trade or security ties on dyadic conflict. This
article suggests that it is reasonable to expect
that both state-to-system and state-to-state
ties in the security and economic dimensions
would have a simultaneous impact on dyadic
conflict propensities.

To test the above argument, it is necessary
to operationalize the independent and inter-
active impact of four types of relationships:
(1) state-to-state (i.e. intra-dyadic) economic
ties, (2) state-to-state security ties, (3) state-
to-system economic ties, and (4) state-to-
system security ties. Using a series of
multinomial logits on non-directed dyads
from 1951 to 1985, I test whether hostility
is related to the similarity of pairs of states’
economic and security ties to the inter-
national system leader, to the strength of
pairs of states’ ties with one another, or to
both of these.

The results corroborate previous work
that suggests security ties to the leader of the
international system decrease the likelihood
of war (Organski & Kugler, 1980; Kugler &
Lemke, 1996; Tammen et al., 2000; Lemke
& Werner, 1996; Lemke, 2002). In addition,
results presented here show that the moder-
ated effect of the degree of economic and

security ties to the system leader is associated
with the likelihood of both the show of force
and war. In short, the interaction of the
strength of security and economic ties to the
system leader significantly affects the likeli-
hood of a state moving from no action to
show of force, from no action to war, and
from the use of force to war. The interactive
effect of state-to-state security and economic
ties likewise produces a strong impact on
dyadic disputes. The dissimilarity of states’
ties to one another is associated with an
increase of all levels of dyadic disputes except
for the threat and use of force.

The interaction of all these factors (i.e. the
dissimilarity of state-to-state and state-to-
system economic and security ties) is shown
to somewhat increase the probability of the
show of force and war, as well as the proba-
bility of moving from the threat of force to
the show of force, from the threat of force to
war, from the show of force to war, and from
the use of force to war. Surprisingly, though,
this finding is somewhat limited in the
magnitude of its effect on dyadic disputes,
suggesting that there are probably two
separate paths to peace for each dyad – one
down the road of similarly tight economic
and security ties to the international system
leader, another down the path of tight
security and economic ties to one other.

Dissimilarity and Hostility

This article considers whether the relation-
ships tying states together are most salient in
determining conflict when assessed in regard
to the international order, to states’ ties to
one another, or to both simultaneously. A
large body of recent literature has focused on
how the relationships or the lack of relation-
ships between states can affect dyadic
disputes. For example, states with similar
alliance profiles have been shown to be less
likely to engage in conflict (Altfeld & Bueno
de Mesquita, 1979; Bueno de Mesquita,
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1981; Gowa, 1994; Signorino & Ritter,
1999). Likewise, states with similarly high
levels of bilateral trade dependence have been
posited to be those most likely to remain at
peace (Polachek, 1980; Gasiorowski &
Polachek, 1982; Gasiorowski, 1986; Pollins,
1989a,b; Mansfield & Pollins, 2001; Russett
& Oneal, 2001). For both of these perspec-
tives, the implication is that the makings of
peace are to be found within the dyad.

In contrast, power transition theory
makes clear its proposition that dissimilar
preferences for the international order, or the
status quo, are a driving force behind war
(Organski, 1968; Organski & Kugler, 1980;
Kugler & Lemke, 1996; Tammen et al.,
2000). The international order – the
military, economic, and diplomatic rules and
norms of engagement – is supported to a
greater or lesser degree by all states in the
international system. Those states that are
satisfied with the international order appreci-
ate the benefits accrued from the status quo.
States that are dissatisfied with the inter-
national order, in contrast, ‘view the inter-
national system as not conferring benefits
equal to their expectations and long-term
interests’ (Tammen et al., 2000: 9).

The international order is put in place by
the leader of the international system and
maintained by the leader and its great-power
allies. As Organski (1968: 366) notes, ‘the
dominant nation is necessarily more satisfied
with the existing international order than
any other since it is to a large extent its
[emphasis added] international order’. A
state that has established ties to the
dominant power thus does so with the know-
ledge that its action is implicitly a form of
support for the current international system.
The degree of ties to the system leader also is
a likely indication of the stake a state might
have in the current international order.
Accordingly, two states with similarly tight
ties to the leader of the international system
are more likely to be satisfied with the system

and, consequently, less likely to be on
opposite sides of salient international issues.

Additional empirical work has found that
ties to the system leader matter in determin-
ing dyadic conflict. In such studies, �b corre-
lations of states’ alliance profiles are taken as
a measure of states’ ties to the leader of the
international system (Kim, 1989, 1991,
1996; Lemke & Reed, 1996). States with a
highly positive correlation of alliance profiles
with the dominant power are seen as being
satisfied with the international order and less
likely to engage in war. In a study of great-
power rivalry, Lemke & Reed (2001) employ
Signorino & Ritter’s (1999) much-improved
S statistic to measure states’ ties to the inter-
national leader. However, with the exception
of the latter article, analyses are generally
dichotomous – with states viewed as either
dissatisfied or satisfied with the international
order and the outcome of interest either war
or no war.

It is important to note that the role of
system-level preferences in determining
international conflict has been shown to be
independent of factors such as the level of
democracy and power. Using states’ correla-
tions of the United Nations General
Assembly roll call votes, Gartzke (1998) tests
for endogeneity between democracy and
preferences using Two Stage Least Squares
regression. He concludes that ‘from a statisti-
cal standpoint, the effect of preferences on
disputes appears largely independent of
regime type’ (Gartzke, 1998: 12). In
addition, using Granger causality tests of �b

correlations of states’ alliance profiles on the
Correlates of War (CoW) power index,
Lemke & Reed (1998: 515) find ‘no reason
to believe that status quo evaluations are
caused by national power or by changes in
national power’.

In short, the relationship between states’
security ties to the international order and
dyadic conflict has been extensively tested
and supported. However, Organski (1968)
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and Organski & Kugler (1980) suggest that
joint satisfaction with both the economic and
security components of the international
order are important in determining war.
Indeed, the belief that security and economic
interests play a joint role in determining the
likelihood of conflict short of and including
war has become increasingly accepted in the
literature (Kindleberger, 1973; Krasner,
1976; Pollins, 1989a,b; Gowa & Mansfield,
1993; Gowa, 1994). Nevertheless, no large-
n empirical test has yet studied their impact
on dyadic disputes.

Unfortunately, no variables are available
in previously established datasets that allow
for a parallel test of how economic and
security ties at both the state-to-state and
state-to-system levels impact conflict. Con-
sequently, this article proposes the use of a
technique specifically suited to measure the
dissimilarity between states in terms of the
totality of their relationships along a specific
dimension. The multidimensional scaling
(MDS) procedure employs such an algo-
rithm and is able to provide Euclidian-
distance coordinates of states’ dissimilarity
along security and trade dimensions.

These measures move beyond a simple
dichotomous measure of satisfaction or dis-
satisfaction with the international system.
Using the MDS procedure, four different
continuous variables are constructed for each
dyad. The first two of these examine the
distance between states’ economic ties based
on bilateral trade dependence data and the
distance between states’ security ties based on
alliance profile data. The last two variables
examine the difference between states’
economic and security ties to the leader of
the international system based on the above
data.

Using these variables, I am able to test
three different models of the relationship
between dyadic hostility and states’ security
and economic ties to the international
order and to each other. Model 1 tests the

relationships between hostility and separate
security and economic ties of states to each
other and to the international order; Model
2 examines joint security and economic ties
of states to each other and also joint
security and economic ties to the inter-
national order; and Model 3 considers the
total joint effect of economic and security
ties of states to each other and to the inter-
national order.

Each of the three models is estimated
using data on 70 or more countries,1 paired
dyadically from 1951 to 1985, for a total of
189,214 non-directed dyad-years. This time
period has been used extensively in recent
publications and thus allows for the com-
parison of results across articles.2

Variables and Measurement

Dependent Variable: Hostility
Much of the recent literature on dyadic
conflict has used the onset of militarized
disputes as the dependent variable, with 1 for
the onset of a dyadic dispute and 0 for no
dispute. However, use of a dichotomous
variable obviously precludes observation of
the impact of a set of variables on discrete

j ournal o f PE AC E RE S E A RC H volume 41 / number 6 / november 2004662

1 Owing to the time-intensive nature of variable construc-
tion with the MDS algorithm and SPSS scaling limi-
tations, 70 to 89 countries are used in this sample. The
initial 70 countries were selected purely on the basis of
their inclusion in the Singer (1995) alliance dataset in
1951. For later years, greater data availability makes it
possible to include up to 89 countries in the analysis.
While Singer’s dataset is not truly random in its selection
of countries (i.e. larger countries with well-publicized
alliances are probably more likely to be coded in initial
years of the dataset), it does have a great deal of variation
in terms of the regional location and is considered to be a
sufficiently random sample for the purposes of most social
scientists. I am confident that the control variables
employed in this study mitigate any potential sampling bias
in determining the onset of dyadic disputes.
2 Examples of recent articles employing data from the
1951–85 period include Oneal et al. (1996), Oneal &
Russett (1997), Russett, Oneal & Davis (1998), Beck, Katz
& Tucker (1998), Gartzke (1998), Mansfield & Pevehouse
(2000), Russett & Oneal (2001), and Crescenzi & Enter-
line (2001). This time period, however, does limit the
applicability and interpretation of results to the Cold War
period.
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levels of dyadic conflict. This article suggests
that both state-to-state and state-to-system
ties should also affect dyadic conflict, short
of and including war. Consequently, the level
of dyadic hostility is measured on a five-
point scale using the CoW Militarized Inter-
state Dispute (MID) data, where

0 = no MID between states i and j
1 = threat of force
2 = show of force
3 = use of force
4 = war.

For the sample used in this article, less
than 1% of observations (734 of 189,214)
show some level of conflict. The most
sporadic of these categories is threat of force
(38 cases) followed by war (42), show of
force (202), and use of force (452). These
disputes are not only rare, they are often tem-
porally dependent upon one another. To help
limit temporal dependencies on past
episodes of dyadic conflict, a peaceyears
control variable is employed. This variable is
derived from the dependent variable hostility
and counts the number of years of peace
between any level of hostile action for states
i and j. Longer spans of peace are expected
to be associated with a reduced likelihood of
hostility.

Independent Variables

States’ Ties to One Another Using the
MDS procedure, both alliance profile and
dyadic trade dependence data are employed
to obtain measures of both intra-dyadic ties
and ties to the international order. This
measurement technique has been well estab-
lished in the fields of psychology and US
politics (Jacoby, 1991) and has been used to
model the world trading system (Blanton,
1999), as well as to examine politico-
military, economic, and intergovernmental
organizational interdependence between
states (de Vries, 1990).

The distance between states on a particu-
lar policy dimension is obtained from the
following algorithm: 

d x xij ia ja
a

A 2

1
= -

=

! ` j

where
dij = the distance between states i and j
x = the coordinates of the location of the
stimuli
a = the dimensions of interest.

The coordinates provided by the algorithm
may be used to assess both distances between
nations and distances from a specific refer-
ence point on the ‘ruler’ of coordinates.
Security and economic relationships between
states are, however, different in nature.
Security agreements are more often than not
symmetric, while economic relationships are
often asymmetric (i.e. j trades a larger pro-
portion of its GDP with i than i does with
j). Consequently, two separate scaling pro-
cedures, one for security and one for
economic relationships, are performed.

MDS is designed to measure dissimilarity
data. Thus, for the security measure, the
entire spectrum of the sample of states’
alliances are reverse-coded and arrayed in
matrix format, where 0 = the presence of
defense pact between two states, 1 = neutral-
ity pact, 2 = entente, and 3 = no agreement.
The symmetric nature of the relationships
and the ordinal scale of the alliance measure
necessitate the use of classical, symmetric,
non-metric MDS.

Bilateral trade dependence data (Russett
& Oneal, 2001) are used as the basis of the
measure of economic relationships. The level
of bilateral dependence for each state is 
operationalized as the magnitude of state 
i’s imports and exports to state j as a pro-
portion of its gross domestic product
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importance of bilateral trade in the context
of a state’s entire economy. The asymmetric,
ratio-level nature of these data requires the
use of classical, asymmetric, metric MDS.3

These data, which represent a state’s level of
trade with another state as a proportion of its
gross domestic product, are likewise arrayed
in matrix format and recoded into dissimi-
larities data, with lower scores representing
those states with the highest levels of dyadic
trade and the higher scores representing
states with little or no trade with one
another.

The ALSCAL procedure is employed to
create the MDS dissimilarities data used as
the basis of the state-to-state (and state-to-
system) security and economic variables.4

States are scaled in reference to every other
state with the use of all available data.5 The
final products of the scaling procedure are
two one-dimensional Euclidean distance
‘rulers’ for both the security and economic
data. Each state is plotted along this ruler
and distances between states are interpreted
as dissimilarities for that dimension of inter-
action.

The security and trade matrices are scaled
on one dimension for each year from 1951
to 1985. Goodness-of-fit statistics range
from an S stress of 0.10 to 0.15 for alliance
profiles and an S stress of 0.36 to 0.53 for
bilateral trade profiles. The R2s for alliances
range from 0.95 to 0.98 (depending on the

year of estimation), while those for trade
range from 0.34 to 0.67.6

Differences in states’ ties to the security
and economic order can be assessed by
taking the absolute value of the difference
between state i’s and state j’s MDS scores on
the security (intra-dyadic security dissim) and
economic (intra-dyadic econ dissim) dimen-
sions. Greater differences are associated with
greater dissimilarities between states. Positive
relationships are expected between these two
dissimilarity variables and dyadic disputes.

In addition, the total dissimilarity of the
network of two states’ ties (intra-dyadic total
dissim) is captured by creating the interactive
term, intra-dyadic total dissim = intra-dyadic
security dissim*intra-dyadic econ dissim.
Higher values are associated with higher dis-
similarity on both dimensions, leading to the
expectation of a positive relationship with
hostility level.

States’ Ties to the International Order As
the dominant power in the international
system since World War II, the USA has had
an overwhelming impact on international
security and economic regimes (Tammen et
al., 2000). For this reason, many studies (e.g.
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3 The asymmetry of trade is especially apparent between
countries of different levels of development. For example,
in 1955 the USA traded only .0002 % of its GDP with
Honduras, while Honduras traded 21% of its GDP with
the USA, suggesting that Honduras has stronger economic
ties with the USA than vice versa.
4 The ALSCAL procedure is available through SPSS 10.1.
5 MDS discovers structures underlying the observed re-
lations among ‘stimuli, concepts, traits, persons, cultures,
species or nations’ (Shepard, Romney & Nerlove, 1972:
xiii) and uses all available information to place states on the
scale. Thus, even if no data are available for trade between
two states, information from each state’s entire trade profile
is used to obtain the relative location of each state vis-à-vis
the other.

6 Note that, in much the same way as R2 values for OLS
will increase when new independent variables are added to
the model, the goodness-of-fit measures for trade relation-
ships would automatically increase if the estimated number
of dimensions were increased. However, just as researchers
do not add independent variables without theoretical
reason (despite the fact that it would improve a goodness-
of-fit measure), it would not be valid to increase the
number of dimensions in the MDS algorithm without
clear justification. In this article, states are assumed to be
primarily interested only in the bilateral trade dissimilari-
ties between themselves and other states as regards their
likelihood of conflict (whether they be dissimilarities
between state i and state j or between state i and the USA)
and not in the underlying structure of trade (e.g. dissimi-
larities between East–West ideologies, as well as devel-
oped–non-developed states, as well as cultural differences,
etc.). Because this article assumes that the relevant trade
and security relationships are relatively simple and dyadic
in nature, I employ a unidimensional model. While the
many nuances of interdependence and trade relationships
between states are certainly an area of interest (see Blanton,
1999 and deVries, 1990), they are outside the scope of this
article.
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Kim, 1989, 1991, 1996; Lemke & Reed,
1996, 2001) as well as the coding rules used
in EUgene (Bennett & Stam, 2000) consider
the United States to be the leader of the
international order for the entire time period
of this study, 1951 to 1985. The USA is thus
assumed to be the most representative state
of the international order and is coded as the
point of reference for states’ preferences for
the international order.

Dyads in which both states are close to the
USA in the MDS measure are assumed to
have a stake in and be at least in implicit
support of the international order. Dyads
further away from the USA either have dis-
similar ties to the international order or are
jointly not integrated into this order. The
dyadic distance from the system leader is
measured as the absolute distance of the sum
of state i and state j from the USA on either
the security (int order sec dist) or economic
dimension (int order econ dist). A positive
relationship between dyadic dispute hostility
level and the dyadic distance from the inter-
national order is expected on both dimen-
sions.

The two preceding variables are also
employed as the basis for the measure of the
total dyadic relationship distance from the
international order.7 This variable, intl order
total dist, is the interactive product of int
order sec dist and int order econ dist. It is
expected that lower dyadic dissimilarity
values for int order total dist will be associated
with lower probabilities of hostilities.

States’ Joint Ties to One Another and the
International Order The joint product of
the four base variables (intra-dyadic security
dissim*intra-dyadic econ dissim*int order
secdist*int order econ dist) allows for an
examination of the effect on dyadic hostility
of total relationship similarity for the security
and economic policy dimensions between
states as well as total integration in the inter-
national order. This variable (total dist*dissim)
serves as a combination of the power tran-
sition and similarity perspectives. That is,
lower values on this variable suggest that states
within a dyad have a very similar network of
security and economic relationships and that
both states have more positive preferences for
the international order. Such dyads should be
much less likely to engage in hostility than
other states. One would further expect the
results to be prominent for the use of force
and war, where the costs of terminating tightly
integrated relationships would be greatest.

Control Variables

Level of Democracy When addressing
states’ intra-dyadic similarity and their
economic and security preferences for the
international order, one must consider
whether these international-level factors may
be related to domestic politics. Conse-
quently, the level of democracy is an import-
ant control for ensuring that dyads’
international-level preferences are significant
above and beyond institutional similarity.

The indicator for level of democracy was
obtained from the Polity III dataset (Jaggers
& Gurr, 1995). To measure the level of
political competition and participation, the
level of autocracy was subtracted from the
level of democracy for each state to obtain its
total level of democracy. Scores range from
highly autocratic (–10) to highly democratic
(10). The lowest level of total democracy of
state i versus state j is taken as the level of
dyadic democracy and is considered to be the
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7 I would like to thank an anonymous reviewer for sug-
gesting that these measures could also be used to test formal
models where there is a first-move advantage for the chal-
lenger (e.g. Wagner, 1991). For example, a researcher could
assume that states with below-average ties to the inter-
national order (or for, that matter, to one another) are more
likely to challenge the status quo. In addition, such a
variable could be used to identify which states should be
more credible defenders of the status quo (e.g. Jervis, 1977;
Snyder & Diesing, 1977) or to assess the likely extent of a
challenger’s demands (e.g. Powell, 1996).
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lowest level of institutional constraint for the
dyad. As in the majority of the literature, a
negative relationship between the dyadic
level of democracy and hostility is expected.

Contiguity Geographic proximity is a well-
established condition that, ceteris paribus,
increases the likelihood of conflict (Choucri
& North, 1975, 1989; Starr & Most, 1976;
Siverson & Starr, 1991; Bremer, 1992). Con-
tiguity is coded on a six-point scale, with 1
representing the highest level and 6 the
lowest level of contiguity.

Geographical Distance In addition to
contiguity, it is important to control for the
geographical distance between a dyad’s
capital cities. Even if two countries are con-
tiguous by water, the core areas of the states
in question are not necessarily within easily
attainable distances. This is not nearly such
an important constraint for more powerful
nations. However, small- and middle-sized
states find it much more difficult to engage
in hostile action against adversaries that are
distant.

Capability Ratio Power transition theory
suggests that the presence of power parity is
a key determinant of war (Organski, 1968;
Organski & Kugler, 1980; Houweling &
Siccama, 1988; Bueno de Mesquita &
Lalman, 1992; Kugler & Lemke, 1996). The
capability ratio of the dyad is thus an import-
ant control for determining the likelihood of
conflict. The variable employed in this article
takes the ratio of two states’ CoW compos-
ite national capabilities index (Singer,
Bremer & Stuckey, 1972). The basis of the
ratio is an index of a state’s proportion of
total system capabilities in iron and steel pro-
duction, urban population, total population,
total military expenditures, total military
personnel, and total amount of energy pro-
duction. The higher capability score is
divided by the lower for each dyad. Thus, the

lower the capability ratio, the closer a dyad
is to power parity. The capability ratio should
consequently have a negative relationship
with dyadic hostility.

Alliance A control for alliance type is
necessary to ensure that the presence of a
security relationship does not subsume the
impact of dyadic dissimilarity on conflict.
When both members of a dyad are members
of a defense pact, the alliance variable equals
1. The variable is coded as 2 for the presence
of a neutrality pact, 3 for an entente, and 4
for no agreement. The relationship between
dyadic conflict and alliances has proven to be
mixed (Siverson & King, 1980; Bueno de
Mesquita, 1981). Nonetheless, a positive
relationship between alliance and hostility
level is expected.8

Estimation Procedure and Results

One would expect more hostile actions to be
pursued less frequently than less hostile
actions. However, as coded in the MID data,
actions higher on the scale often have higher
frequencies than those with lower values.
This might be due to the fact that states
might skip some of the steps to war
(Vasquez, 2000) or to the simple fact that
these categories cannot be easily ranked on
an ordinal scale (for example, a threat to use
force might be perceived as more hostile than
certain displays of force). Consequently, 
the dependent variable is treated as a
nominal-level variable in this study. The
nominal, rather than ordinal, nature of the
dependent variable is empirically confirmed
with an approximate Likelihood Ratio test
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8 An additional possible control variable would be the
lowest level of dyadic trade dependence. This variable was
included in test runs (see note 15). However, the inclusion
of the raw dyadic trade data forces the number of obser-
vations to drop from 189,214 to 13,131 (see note 5 for an
explanation of the different observations) and is conse-
quently not included as a control in the main analyses pre-
sented below.
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(�2 = 163.53, p < .001), which suggests that
the parallel regression assumption necessary
for ordered logit is violated.9 Accordingly, a
multinomial logit estimation procedure is
used to estimate the following three models.
All models are estimated with Huber–White
robust standard errors clustered on the dyad.

Multinomial logit analysis estimates the
effects of a model’s independent variables on
the odds of one value of the dependent
variable compared to another value. There-
fore, one may estimate the effects of inde-
pendent variables on moving from a base
category to subsequent categories (e.g. from
level 0 to 1, 0 to 2, 0 to 3, etc.) and also from
each category to the other (e.g. from 1 to 2,
2 to 3, 3 to 4, etc.). In essence, this procedure
provides the odds of participation in hostil-
ity from a base of non-hostile action and the
progression of hostility between states in a
dyad.

The multiplicative logit coefficients
reported in Table I indicate the factor by
which the odds of a dyad at one level of hos-
tility versus another level will change for each
one-unit increase in the independent
variable, holding all other variables constant.
Hence, coefficients greater than 1 signify an
increased likelihood of that outcome, while
coefficients less than 1 indicate a decreased
likelihood of hostile action.10 The odds ratio
can be transformed into percentages by
simply subtracting 1 and multiplying by
100.

Owing to the multiple combinations of
dependent variable outcomes, the presen-
tation of multinomial logit results can be
overwhelming. Thus, only the variables of

key theoretical interest are presented in Table
I. Appendix A provides the multinomial logit
estimation results for all variables when the
base category is no action. The first four
columns in Table I show the results for a
dyad moving from no action to either the
threat of force, the show of force, the use of
force, or war. The last six columns provide
estimation results for moving from one level
of hostility to another.

Model 1
Model 1 provides a base model of the dyadic
distance and intra-dyadic dissimilarity vari-
ables for the separate security and economic
dimensions. The expectation for each of these
dissimilarity variables is a positive relationship
with hostility, or a multiplicative logit
coefficient above 1.0. The control variables
used in this and the following two models
(presented in Appendix A) generally hold the
anticipated signs (if not significance levels)
with different levels of hostility.11 In addition,
the effects of all the control variables are
extremely consistent across all three models.
As expected, higher levels of democracy are
significantly associated with lower levels of
dyadic hostility. Capratio has no significant
effect on the threat or show of force, and has
a significant but non-discernible effect on the
use of force; however, as posited by power
transition theory (Organski & Kugler, 1980),
greater parity levels are shown to increase the
probability of dyadic war. With the exception
of war, greater geographic distances (geo-
distance) significantly decrease the likelihood
of all other levels of hostility. The level of
formal alliance (alliance), in turn, does not
significantly decrease the threat or show of
force for the first or second models and is only
significantly related to the show of force for
the third model. For all three models, lower
levels of formal alliances significantly increase
the likelihood of the use of force and war.
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9 As Long (1997) notes, in those cases where the ordinal-
ity of a categorical dependent variable is untested, or where
the effects of the independent variables on the dependent
variable are not uniform, ordered logit analyses are
inappropriate.
10 The odds ratios are a transformation of the � parameters
where ‘for a unit change in xk, the odds are expected to
change by a factor of exp(�k) holding all other variables
constant’ (Long, 1997: 80). 11 Two-tailed z tests are used in all tables.
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Finally, greater previous periods of peace
(peaceyears) are significantly associated with a
lower likelihood of dyadic hostility in all three
models.

For the dyadic distance from the USA in
terms of security (int order sec dist), the odds
of moving from the show of force to war
increase by approximately 40% (odds ratio
1.420) and by approximately 50% for the use
of force to war. However, int order sec dist has
no significant, positive effect on any other
category of hostility. In addition, no signifi-
cant, positive relationships are obtained for
the dyadic economic distance from the USA
(int order eco dist). Security and trade dissim-
ilarity (intra-dyadic security dissim and intra-
dyadic eco dissim) have significant positive
relationships for several different categories of
the dependent variable, but generally those
short of war. In sum, for the first three vari-
ables, more negative than positive relation-
ships with hostility level are attained. Only
for intra-dyadic trade dissimilarity does one
find that significant positive relationships
with hostility level largely outweigh signifi-
cant negative relationships. On the whole,
the separate security and economic dimen-
sions do not present a clear relationship with
hostility. These results are not unexpected,
however. If, as theorized above, states
consider their total relationships with poten-
tial adversaries, then one would not expect
the separate security and economic measures
of relationship and preference dissimilarities
to exhibit a consistent effect on dyadic hos-
tility. For that reason, the joint effect of intra-
dyadic economic and security dissimilarity
and dyadic distance from the international
order are examined in Model 2.

Model 2
The interactive security and economic vari-
ables for dyadic distance from the inter-
national order and for dyadic dissimilarity
exhibit a substantial jump in predictive
power over Model 1. The dyadic distance

from the security and economic order (int
order total distance) has a positive relationship
with conflict for eight of ten possible
outcomes and a significant positive
coefficient for three possible outcomes: no
action to show of force, no action to war, and
use of force to war. Thus, when two states are
relatively close to the international order (i.e.
when the dyadic distance score is low), they
will be significantly less likely to participate
in the show of force and war (the threat and
use of force have positive, but non-signifi-
cant, relationships) and significantly less
likely to escalate from the use of force to war.
In sum, the similarity of positive ties to the
international order is shown to be associated
with decreased hostility.

For the dissimilarity of state-to-state
economic and security ties (intra-dyadic total
dissim), the effects are mixed for the onset of
hostility from no action. Joint security and
economic dissimilarity reduces the likelihood
of conflict from no action to threat and no
action to the use of force. However, it is shown
to increase the likelihood of moving from no
action to the show of force and from no action
to war. In addition, intra-dyadic dissimilarity
has an overwhelmingly positive effect on
moving dyads up the ladder of hostility.

In sum, the results from Model 2 imply
that the dyadic distance from the inter-
national order and intra-dyadic distance vari-
ables have important independent effects on
conflict.12 Model 2 further illustrates that the
moderated impact of the separate security
and economic variables on conflict (intra-
dyadic security dissim, intra-dyadic econ dissim,
int order sec dist, and int order econ dist) are
reduced as compared to the non-moderated
effects shown in Model 1. Indeed, when the
interactive variables are included in the
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12 Int order total distance and intra-dyadic total dissim have
a Pearson correlation coefficient of only 0.20 ( p ≤ 0.001).
Consequently, states with similar ties to one another are
not overwhelmingly also those with similar ties to the inter-
national order.
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model, the conditional effects of the four
separate security and economic variables
cease to have any significant positive effect on
the highest level of hostility, dyadic war.13

Model 3
Model 2 illustrates that the joint economic
and security dissimilarity of two states’ ties to
each other and to the international order
have a much larger impact in determining
dyadic hostility than do the independent
security and economic ties found in Model
1. The question remains whether the refer-
ence point for dissimilarity is interactive, as
the security and economic interactions have
been shown to be in Model 2.

Consequently, Model 3 examines the inter-
active effect of the dissimilarity of the network
of states’ ties to each other as well as to the
international order, along both the security
and economic policy dimensions. The inter-
action of all four variables (intra-dyadic
security dissim*intra-dyadic econ dissim*int
order sec dist*int order econ dist) tests for this
effect of the total relationship distance of
states from each other and jointly from the
international order (total dist*dissim).14 Dyads
with lower values on this variable are those
that are similar both in terms of their network
of ties and in terms of their degree of inte-
gration into the international order. One
would expect such states to be extremely
unlikely to engage in hostile action at any
level. Higher scores on this variable should be

associated with elevated probabilities of
hostile action and the escalation of hostility.

The results of the estimation of Model 3 do
suggest that the interactive effect of distance
from the international order and intra-dyadic
dissimilarity (total dist*dissim) has a generally
positive effect on the escalation of hostility
level and a mixed effect on the onset of hostil-
ity. That is, states that are similar both in terms
of their preferences for the international order
and in terms of their intra-dyadic security and
economic relationships are, on the whole, less
likely to engage in hostile action from any level
of previous action than those states that do not
exhibit such similarity.

The direction of the effects for total
dist*dissim are similar to those for intra-dyadic
total dissim found in Model 2. However, the
magnitude of the effects are much reduced in
Model 3 as compared to those found in
Model 2. Indeed, the highest change in the
odds of conflict is an increase of approxi-
mately 8% for moving from threat to war. On
the other hand, in Model 2, the odds of
moving from threat of force to war increase by
42% and 197%, respectively, for a one-unit
increase in dyadic distance from the inter-
national order (int order total distance) and
intra-dyadic dissimilarity (intra-dyadic total
dissim). Moreover, a comparison of both the
log likelihoods as well as the Wald �2 statistics
suggest that Model 2 is superior to Model 3.15
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13 In addition, each model was run without control vari-
ables. Owing to space constraints, only results for Models
2 and 3 are presented here. For Model 2, without controls,
coefficients for the key variables int order total distance and
intra-dyadic total dissim have improved significance levels,
intra-dyadic security and intra-dyadic eco dissim switch signs
for the show of force, and intra-dyadic security does so for
the use of force. For Model 3, the same changes are seen
for intra-dyadic security. The key theoretical variable for this
model, total dist*dissim, drops in significance for the use of
force (but retains its unexpected negative sign). In sum, the
results are very similar when the three models are run
without controls.
14 The correlation of total dist*dissim is 0.36 with int order
sec dist, 0.09 with int order econ dist, 0.63 with intra-dyadic
security dissim, and 0.53 with intra-dyadic econ dissim. All
are significant at the p ≤ 0.001 level.

15 Model 2 (the most promising model) was also estimated
with an additional control for bilateral trade dependence
(Importsij+Exportsij/GDPi). As mentioned in note 8, the
inclusion of this variable dramatically reduces the number
of observations. A comparison of estimation results with
and without the trade dependence variable confirms the
robustness of the primary estimation results. The inclusion
of the trade dependence variable had no appreciable effect
on int order total distance, intra-dyadic security dissim, or int
order sec dist. The inclusion of the dependence variable does
affect 4 (of 60 possible) coefficients for the primary theor-
etical variables presented in Model 2 (Table I). However,
its inclusion never affects the sign of relationships, though
it does decrease the significance for the following variables:
the significance of intra-dyadic total dissim drops from p =
0.09 to 0.11 for no action to the threat of force, intra-
dyadic econ dissim drops from p = 0.09 to 0.13 for the use
of force to war, int order econ dist drops from p = 0.05 to
p = 0.10 for the use of force to war and from p = 0.10 to
p = 0.19 for no action to war.
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Predicted Probabilities
The predicted probabilities of participating
in each level of hostility (rather than the
factor change in odds of moving from one
category of hostility to the next) are presented
in Table II. These probabilities are derived
from the multinomial logits presented in
Appendix A and represent the change in pre-
dicted probabilities of participating in a
particular hostility level when the variables of
theoretical interest are increased by one
standard deviation and all other variables are
fixed at their mean value. These results show
that increasing the dyadic distance from the
international order (int order total dist) has a
consistently positive, and generally large,
effect on dyadic hostility. However, both
intra-dyadic dissimilarity (intra-dyadic total
dissim) and the fully interactive variable (total
dist*dissim) have negative effects on the threat
and the use of force. Thus, for some hostile
actions, increasing intra-dyadic similarity is
shown to lead to higher probabilities of
involvement. In addition, these results for the
most part confirm that decreasing states’ total
ties to one another (total dist*dissim) has a
more limited impact on conflict propensities
than either increasing the dissimilarity of
states’ ties to one another (intra-dyadic total
dissim) or the distance of dyad’s ties to the
international order (int order total dist).
Indeed, the effects of this variable on the
show of force (+32%) and war (+74%), while
positive, are always smaller than the effects of

intra-dyadic dissimilarity (+37% and
+125%) and the dyadic distance from the
international order (+99% and +275%).

It is also important to note that the
negative effect of intra-dyadic dissimilarity
on the threat and use of force is not, as one
would expect, entirely responsible for the
negative effects of total dist*dissim on hostil-
ity. Indeed, when dyads’ levels of intra-
dyadic dissimilarity and distance from the
international order on both security and the
economic dimensions (total dist*dissim) are
increased by one standard deviation, they
become the least likely of all dyads to engage
in the use of force (–24% as compared to
–21% and +18%). In summary, Table II
illustrates that dyadic distance from the
international order is the only variable shown
to have a uniform effect in increasing the risk
of participation in hostile action.

Conclusions

The above results suggest that states consider
the aggregate of their security and economic
relationships with one another and also the
aggregate of their security and economic
relationships with the international order
when assessing whether or not to take hostile
action. In fact, the odds ratios for the
separate security and economic variables pre-
sented in Model 1 provide a much less con-
sistent picture of how dissimilarity affects
conflict than can be seen via the effects of the
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Table II. Percentage Change in Risk of Involvement in Hostility Level for a One Standard-Deviation
Increase*

Threat Show Use War

Model 2
Int order total dist +36% +99% +18% +275%
Intra-dyadic total dissim –64% +37% –21% +125%

Model 3
Total dist*dissim –39% +32% –24% +74%

* All other variables set at mean values.
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interactive security and economic variables
estimated in Model 2.

The results of Table II combined with
those presented in Table I further suggest
that states’ ties to one another and to the
system leader have an additive rather than a
multiplicative effect on dyadic conflict.
These results were unexpected, as it was
posited that those states that are both tightly
tied to the international order and to each
other should experience less conflict. This
proposition received only limited support as
evidenced by the non-uniform and limited
effects of total dist*dissim on hostility levels
presented in Tables I and II.

Nonetheless, the lack of tight ties to the
international system leader has a predomi-
nantly positive and generally significant effect
in moving dyads to hostile action from peace
and from the use of force to war. This finding
both supports and extends previous work that
suggests ties to the dominant power are vital
determinants of war between great and
regional powers (Organski & Kugler, 1980;
Lemke & Werner, 1996; Tammen et al.,
2000; Lemke, 2002). Indeed, decreasing
dyadic ties to the system leader has a greater
effect in increasing the absolute probability of
participating in a given level of hostility than
does decreasing the similarity of relationship
networks between states in a dyad.

However, Table I illustrates that the tight-
ness of intra-dyadic ties is more important
for moving dyads from one level of hostility
to the next (e.g. from threat to the show of
force, from threat to the use of force, etc.).
This suggests that the two different
approaches to similarity are complementary
and that one approach does not overwhelm-
ingly subsume the other.16 In sum, while

intra-dyadic dissimilarity has a more pro-
nounced effect in moving dyads up the
ladder of hostility, the probability of the
average dyad participating in any level of
hostility is greater for those that do not have
a tight network of ties to the international
order.

Another unexpected finding presented in
Table II is that states with more dissimilar
economic and security intra-dyadic ties are
less likely to participate in the threat of force
and the use of force against one another. A
possible explanation is that states do not feel
that their intra-dyadic networks of ties will
be disrupted by participating in less costly
types of hostile action.17 These results imply
that a dyad’s network of ties to the inter-
national order may be less elastic, and
possibly more important, than the network
of ties between individual states. In other
words, states may be more flexible in dealing
with states that are dissimilar to them than
in dealing with states that have different
goals for the international order.

This may be interpreted as a promising
result for states that have not established
strong ties with one another but have similar
preferences for the international order. For
example, these findings suggest that a
Nicaraguan Minister of Foreign Affairs
attempting to ensure a more peaceful
environment for the Americas should be less
interested in forging new trade agreements
with Cuba than in attempting to convince
the USA to lift embargoes on Cuba and thus
tie the latter more tightly to the international
economic and security system. This research
would also suggest that a US strategy of
improving its trade ties with China will
probably, in and of itself, not ensure future
peaceful relations between either China and
the USA or China and other states that
support the current international order.
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16 I would like to thank an anonymous reviewer for explic-
itly stating that these results confirm that much previously
published work has been correct in separating the study of
how state-to-state and state-to-system ties affect the proba-
bility of dyadic war and conflict. However, these results
also suggest that, in the future, researchers should focus on
how security and economic ties work together to impact
dyadic hostility.

17 The relative frequencies for the use of force and its
associated odds ratios and predicted probabilities also seem
to point to the possibility that the use of force is a relatively
popular, and possibly inexpensive, hostile action.
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Rather, in addition to improving Sino-US
trade relations, the USA should work to
strengthen its security relationship with
China – an approach the last two adminis-
trations seem to have tentatively supported.

A summary of the above findings suggests
that long-term strategies for peace can take
two different paths. States may try to build
strong networks of relationships with one
another or they may try to integrate them-
selves into the international order, thereby

forging implicit ties with other states. Each of
these paths will lead to some pacific benefits,
especially regarding the use of force and war.
Nevertheless, it is important to recall that the
ties that bind two states to peace are not
necessarily only those that bind them directly
to each other. Instead, to reduce the likeli-
hood of participation in all levels of dyadic
hostility, states should also work to bring
themselves and all of their dyadic partners
closer to the international order.
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Appendix A. Multinomial Logit with Huber–White Robust Standard Errors,
1951–85 (n = 189,214)

RRR Std. err. RRR Std. err. RRR Std. err.

0 → Threat of force 
Dyadic econ dissim 0.770 0.169 1.550* 0.411 1.071 0.288
Int order econ dist 1.168 0.136 1.012 0.288 1.242 0.172
Dyadic sec dissim 2.160*** 0.541 3.491*** 0.932 2.766*** 0.816
Int order sec dist 0.922 0.204 0.673 0.414 0.982 0.213
Int order total dist 1.082 0.134
Dyadic total dissim 0.547*** 0.108
Total dist*dissim 0.967* 0.019
Democ 0.887*** 0.039 0.880*** 0.040 0.883*** 0.039
Capratio 1.000 0.000 1.000 0.000 1.000 0.000
Geo-distance 0.999*** 0.000 0.999*** 0.000 0.999*** 0.000
Contiguity 0.820*** 0.063 0.811*** 0.062 0.819*** 0.063
Alliance 1.114 0.210 1.106 0.214 1.082 0.204
Peaceyears 0.850*** 0.027 0.845*** 0.028 0.846*** 0.028

0 → Show of force 
Dyadic econ dissim 1.646*** 0.204 1.401** 0.230 1.469*** 0.220
Int order econ dist 0.755*** 0.075 0.543*** 0.107 0.729*** 0.074
Dyadic sec dissim 1.439*** 0.160 1.139 0.199 1.155 0.159
Int order sec dist 0.847 0.109 0.474** 0.142 0.807* 0.105
Int order total dist 1.197** 0.098
Dyadic total dissim 1.198* 0.113
Total dist*dissim 1.019** 0.008
Democ 0.933*** 0.013 0.932*** 0.013 0.932*** 0.014
Capratio 0.999 0.000 0.999 0.001 0.999 0.000
Geo-distance 0.999*** 0.000 0.999*** 0.000 0.999*** 0.000
Contiguity 0.665*** 0.036 0.662*** 0.036 0.666*** 0.036
Alliance 1.147 0.105 1.156 0.108 1.167* 0.109
Peaceyears 0.880*** 0.016 0.881*** 0.017 0.881*** 0.017
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